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Abstract:

The heart diseases have great importance in the body, as it performs many basic functions, and any defect in it harms the entire body and leads to complications and great risks that may reach death if it is not discovered and treated early, and the kidneys may be exposed to many health problems and diseases, which must be paid attention for it, therefore, it is necessary to constantly and continuously detect to predict a possible disease.

There are many machine learning tools that help in predicting the presence of heart diseases or not, but in this study we will rely on Orange to predict correctly. This study aimed to predict heart disease using data extraction techniques, an analytical approach was used to reach the results. The Cleveland database and Stat log Heart Data Sets from UCI Heart Disease Dataset were used to search and download the dataset related to heart diseases, then the author performed the preprocessing on data set, after that the data mining techniques were applied using two algorithms which are Support K Nearest Neighbor (KNN), and Naïve Bayes (NB).

These techniques were applied using Orange. We found the best result of accuracy was provided by KNN algorithm which gave 88% accuracy while the other algorithm Naïve Bayes classifier gave 85% accuracy.
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**1- Introduction:**

Nowadays, with the increased data volume in the world, we are overwhelmed with data. Machine learning is one of the important fields that used to extract the knowledge and valuable information from the data sets using many of techniques such as clustering, association, and classification. It’s used in a different field such as financial data analysis, medical data analysis, market analysis, and social network analysis, etc.

One of the most important domains using machine learning is the healthcare industry. Daily, healthcare industry generates a large amount of data about patients, disease, hospital, medical equipment, and treatment cost, etc. Data mining helps physicians in making the appropriate decision for treatment and prediction of disease in early stages which help in preventing disease or reduce its effects, such as Heart disease, Cancer disease, and Chronic Kidney Disease, etc.
The heart is one of the most important organs of the body and it is responsible for pumping blood to the rest of the body, there are a number of diseases that affect the heart muscle and affect it, including heart artery diseases, blood vessels, heart rhythm disorders, cardiomyopathy, heart infection, congenital heart defects, and heart valve disease. Due to the close association between heart health and vascular health in the body, these diseases are also referred to as "cardiovascular diseases." There are many reasons that lead to heart disease, including birth defects in the heart, obesity and fat accumulation, smoking, which is one of the most common habits, diabetes, excessive consumption of alcohol and caffeine, exposure to stress, excessive intake of foods that contain a proportion great fats and oils.

Moreover, heart disease is a common disease that is not limited to a specific age group, which requires more attention due to the high death rate in previous years. Moreover, heart disease is a common disease that is not limited to a specific age group, which requires more attention due to the high death rate in previous years. Globally, about 80% of deaths occurred in decline Middle-income countries. If current trends are allowed to continue, by 2030 an estimated 23.6 million person with heart disease are expected. (Devika, Avilala & Subramaniyaswamy, 2019).

This study came with the aim of using machine learning in order to analyze heart diseases, where orange learning machine tool was used with different algorithms.

2- Problem Statement:

Heart diseases are used to express any of the various diseases and health problems that may affect the heart, and are represented by vascular diseases such as coronary artery disease, heart rhythm disorders, and congenital heart defects. Heart diseases affect blood vessels, such as narrowing of blood vessels, which may result in heart attack, angina, or stroke, and other health problems that affect the heart as well.

However, the symptoms differ from one person to another based on several variables, including sex, age, weight, and many variables, as these variables require a great effort and time for doctors to analyze and study them, so it is necessary to use a machine learning tool that works to analyze these variables with high accuracy, to reach accurate results and close to the results of the doctors.
3- Research Significant:

Heart diseases are among the most dangerous and common causes of death in our modern world. Therefore, it is necessary to study the years that affect heart disease periodically and repeatedly in order to early detection and treatment of disease states, prevent complications of disease states, discover physical disabilities, work on their rehabilitation, work on correcting physical defects, and work to raise the health level of the individual and society.

The importance of this research lies in studying the importance of factors that affect the incidence of heart disease, and access to a useful tool that helps doctors to analyze heart disease to reduce the time and effort spent on examining patients, as the tool is a reference for them in their work.

4- Research Question:
1- What are the factors that affect heart disease?
2- What is the appropriate machine learning tool for the analysis of heart disease?
3- What algorithms are used in the machine learning tool for analyzing heart disease?
4- What are the best algorithms in learning a machine that helps analyze heart disease?

5- Research objectives:
1- Identify the factors that affect heart disease.
2- Identify the suitable machine learning tool for heart disease analysis.
3- Identify the algorithms used in the machine learning tool to analyze heart disease.
4- Identify the best algorithms in machine learning that help analyze heart disease.

6- Background:

In this research, one of the machine learning tools, Orange, will be used.

Orange: It is a visual software programming component for explorative data analysis, visualization, data mining and machine learning, its open source and written in python programming language which is developed by “Bioinformatics Laboratory of the Faculty of Computer and Information Science at University of Ljubljana”(Demšar & Zupan, 2013).
**K-Nearest Neighbor (KNN):** is among the simplest of all machine learning algorithms. It is the non-parametric method used for classification and prediction. It can use to give weight to the contributions of the neighbors, so the nearer neighbors contribute more to the average than more distant ones (Alex & Shaji, 2019).

**Naïve Bayes:** a classifier calculated the probability of a given dataset to perform classification. Each attribute in data is independent of others. The highest probability of class is the output class (Bashir et al, 2019).

7- Literature reviews:

7.1 *Machine learning in medical field:*

Khaleel, Pradham, & Dash, (2013) noted about there is an increase in demand for data mining techniques in the medical field, whether it by cluster, classification, or registration, as it is characterized by high accuracy in prediction. This study came to analyze the data mining technique to find Locally Frequent Diseases such as cancer disease and heart disease, the technical evaluation according to four specifications, namely accuracy, speed, cost, and performance, as the evaluation was according to the conventional method. The study also concluded that the Data Mining Technique is a distinguished higher utility. Moreover, the Data Mining Technique helps in taking the appropriate decision in the medical field.

According to (Kaur & Wasan, 2006) and (Kumar, N., & Kumar, S, 2018) the Diabetes diseases are one of the most prevalent diseases of this age, and its symptoms are related to each other in a hidden and unclear relation, and many tools cannot be discovered, as this problem was solved through the use of data mining technique.

The study of Kaur & Wasan (2006) aimed to use Data Mining techniques in the medical field, including ANN, KDD, Rule Based, and Decision Tree, it was applied to diabetes-specific data set and then analyzing the entire attribute alone and studying its relationship with diabetes based on the data mining technique. They found that Data Mining is a highly predictable technique in the early stages.
While the study of Kumar, N., & Kumar, S. (2018) aimed to diagnose diabetes by relying on cluster and classification. The study was conducted on 650 patients, the enamel was used by applying it to 3 Cluster, and every cluster was divided depending on the level of risk (mid, moderate, and severe), to find performance, and to calculate the performance based on accuracy and error rate. The study result showed that the C4.5 tree was the highest accuracy obtained which equal 100%.

We noted that in both studies the data mining techniques were used to predict for Diabetes diseases, but this study relied on data mining techniques to predict kidney disease.

Alonso, S. G., et al, (2018) noted about the field of mental health needs of a deep understanding as the factors affecting it are neutralized. This study aims to analyzing and reviewing previous studies to determine what technologies are used and what are the most prevalent diseases, they were limited to studies from 2008-2018, as mental health has been linked with diseases such as, Alzheimer's, dementia, depression, and schizophrenia. The studies have shown that the most accurate tools for determining the factors influencing are Data Mining techniques where they give high-precision results with a high ability to predict a possible disease.

7.2 Machine learning in heart disease:

By 2030, it is expected that there will be 23 million people with heart disease, so we need techniques to help us to study and predict this disease, they use the data mining technique in heart diseases. Soni et al. (2011) pointed for prediction of the diagnosis of heart diseases, where they relied on five techniques for Data Mining, which are decision tree, Bayesian, KNN, Neural Networks, and classification based on clustering.

Hence, this technique was applied to the same data set, consisting of 10 instances, they concluded by the technique that got the highest accuracy in results is decision tree, which was 99.2%, then Bayesian was 96.5, and then KNN, Neural Networks, and classification respectively. Also, when applying the genetic algorithm to reduce the size of the dataset, it was found that the results for the decision tree and Bayesian got the highest percentage of accuracy with the least time to obtain the results.
Ayatollahi (2019) mentioned about the forced on finding positive predictive value (PPV) through the comparison between Support Vector Machine and Artificial neural network, this study was done by collecting data at AJA University during the years 2016 and 2017 and this data set was formed from 1324 record and 25 variables, after collecting data, the use of the statistical program for analyzing it, after that applying the techniques, it was found that the SVM had higher accuracy, Precision, power, and performance than Artificial neural network for positive predictive value (PPV).

The study of Tarawneh & Embarak (2019) derived new approach relying on data mining techniques, able to classify disease, as this proposal works to combine more than one techniques, it called "Hybridization", is based on combined between ANN, Naïve Bayes, SVM, KNN, and Tree J48, with each other, the proposed approaches was applied on Cleveland heart disease data set and it consisted of 14 features and 303 records when applying each Algorithm alone, the Naïve Bayes and SVM were more accurate, but when applying the proposal got more accuracy in results, thus merging is more than a better technique than relying on a technique alone. We noted in previous studies, the data mining techniques were used to predict heart disease, but our studies relied on it to predict chronic kidney disease.

Chen et al. (2017) built a prediction model for Coronary Heart Disease (CHD) instead of Coronary Angiography (CAG), as well as established a more simple and noninvasive method for the diagnosis and treatment of a large number of patients with CHD. First, their dataset contained 599 cases of CHD patients and 398 healthy people over 60 years old, then in dimensionality reduction they used K-means cluster analysis and main component analysis, after that in prediction phase they used Back Propagation (BP) neural network method and entered for it 25 kinds of independent variables were as input, and the output was a type of CHD.

The result of using K-means cluster analysis and main component analysis was selected total 25 variables such as basic information (e.g. sex, BMI, heart rate), symptoms (e.g. angina, lifestyle) and comorbidities (e.g. stroke, diabetes). The ratio of the control group and the experimental group was 1: 1.5, where unstable angina accounted for 32.2%, myocardial infarction accounted for 14.9%, stable angina accounted for 29.8%, ischemic cardiomyopathy accounted for 7.5% and asymptomatic myocardial ischemia accounted for 15.6%.
The BP neural networks achieved 93.4% accuracy for predict 5 types of CHD and propose 8 main types of health intervention solutions.

Deekshatulu et al. (2013) proposed a new algorithm which combines KNN with genetic algorithm for effective classification for heart disease. They used genetic algorithms to prune redundant and irrelevant attributes as well as to rank more attribute which give more best classification, First, they built classifier and measured the accuracy, also they built classifier combined KNN with genetic algorithm. They used seven datasets from UCI repository include various types of heart diseases such as coronary heart disease, heart failure and inflammatory heart disease also common risk factors of heart disease like gender, diabetes…etc. They entered the parameter of genetic algorithm crossover probability=0.6, mutation probability=0.033, maximum generations=20, population size=20 report frequency=20, seed =1 also for KNN algorithm they entered K=1,2,…,N, cross validate=true, debug=True, distance, weighting=weight by 1 distance, mean squared=True, no normalization=false. From the results they observed that integrating GA with KNN outperforms the other methods with greater accuracy. And their prediction model helps the doctors inefficient heart disease diagnosis process with fewer attributes.
8- The Methodology:
This methodology was applied to reach for the results of this research:

![Methodology Diagram]

**Figure 1: The methodology**

### 8.1 Data set:
We will search and download the dataset related to heart diseases from the GitHub, the Cleveland database and Stat log Heart Data Sets from GitHub Heart Disease Dataset, in the following table we describe the dataset that was used.
Table 1: Dataset Description

<table>
<thead>
<tr>
<th>ID</th>
<th>Attributes Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age</td>
<td>Age of the individual in year</td>
</tr>
<tr>
<td>2</td>
<td>Gender</td>
<td>The gender of the individual</td>
</tr>
<tr>
<td>3</td>
<td>Cp</td>
<td>chest pain type</td>
</tr>
<tr>
<td>4</td>
<td>Thest bps</td>
<td>Sleeping Blood Force</td>
</tr>
<tr>
<td>5</td>
<td>Chloe</td>
<td>Serum Cholesterol</td>
</tr>
<tr>
<td>6</td>
<td>Rest Ecg</td>
<td>Resting ECG</td>
</tr>
<tr>
<td>7</td>
<td>Fbs</td>
<td>Fasting Blood Sugar</td>
</tr>
<tr>
<td>8</td>
<td>Thalach</td>
<td>Greatest heart speed reached</td>
</tr>
<tr>
<td>9</td>
<td>Ex ang</td>
<td>Exercise induced angina</td>
</tr>
<tr>
<td>10</td>
<td>Old peak</td>
<td>ST despair induced by apply virtual to relax</td>
</tr>
<tr>
<td>11</td>
<td>Slope</td>
<td>Slope of the height effect ST Section</td>
</tr>
<tr>
<td>12</td>
<td>Ca</td>
<td>Number of key vessels painted by fluoroscopy</td>
</tr>
<tr>
<td>13</td>
<td>Thal</td>
<td>Desert Category</td>
</tr>
<tr>
<td>14</td>
<td>Class label</td>
<td>Diagnosis of heart disease</td>
</tr>
</tbody>
</table>

8.2 Data cleaning and preprocessing:

Where the data has been processed and cleaned through two basic steps, namely replacing the null values (missing) with the mean for them, and the data has been transferred from string to integer value such as: Normal= 1, Up Normal= 0.

8.3 Using orange:

Orange "is characterized by its simplicity and creative graphical interface, which requires limited knowledge of data mining, and compared to other data mining tools, its strength is the interactive display function that allows beneficiaries to place display marks and then choose data points or nodes directly from the graphs". (Mikut and Reischl, 2011).
8.4 Classification by using data mining algorithm:

We use two of data mining algorithms in Orange, which are Naïve Bayez NB, and K nearest Neighbor KNN.
8.5 Find the accuracy of result

Based on the orange tool, we find this result:

<table>
<thead>
<tr>
<th>Classifiers type</th>
<th>Orange tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes classifier</td>
<td>0.85</td>
</tr>
<tr>
<td>KNN classifier</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Based on table 2 describes the accuracy for each classifier in orange tools, and then the result showed, there is no high difference between accuracy, we find the best result of accuracy is KNN is given 88% and another algorithm is a Naïve Bayes classifier which is given 85%.
Conclusion:

The machine learning techniques used in many fields, in this research, we use the Orange in the medical file for prediction the diseases, so the main objectives of this research is predicting the heart diseases based on machine learning, we used K Nearest Neighbor, and Naïve Bayes, we applied these techniques on Orange, WEKA tools.

After collecting the data set from Git Hub and cleaning it, we predicted the heart using these techniques to find the accuracy for each technique; we concluded the highest accuracy is KNN which gave 88% accuracy while the other algorithm Naïve Bayes classifier gave 85% accuracy.
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